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Abstract13

Arctic sea-ice loss is influenced by multiple positive feedbacks, sparking concerns of ac-14

celerated loss in the coming years or even a tipping point, where a sea-ice equilibrium15

disappears at a given CO2 value and sea ice rapidly evolves to a new steady-state. Such16

a tipping point would imply a bi-stability of the Arctic climate—where multiple steady-17

state Arctic climates are possible at the same CO2 value. Previous works have sought18

to establish the existence of bi-stability using a range of models, from zero-dimensional19

sea ice thermodynamic models to fully coupled global climate models, with conflicting20

results. Here, we present a new model of the Arctic that includes both sea-ice thermo-21

dynamics and key atmospheric feedbacks in a simple framework. We exploit the model’s22

simplicity to identify physical mechanisms that control the timing and extent of sea-ice23

bi-stability, and the abruptness of ice loss. We show that longwave radiation feedbacks24

can have a strong influence on Arctic surface climate from atmospheric temperature in-25

creases alone, even without major contributions from clear-sky moisture or convective26

clouds suggested previously. While winter sea-ice bi-stability is robust to changes in un-27

certain model parameters in this study, summer sea ice is more sensitive. Finally, our28

model indicates that positive feedbacks may modulate the CO2 threshold of sea-ice loss29

and the width of bi-stability much more strongly than the abruptness of loss. These re-30

sults lead to a comprehensive understanding of the conditions that favor Arctic sea-ice31

bi-stability, particularly the role of atmospheric feedbacks, in both future and past cli-32

mates.33

Plain Language Summary34

Arctic sea ice is declining rapidly under global warming, threatening high-latitude35

communities and ecologies. Some mechanisms may cause this sea ice loss to accelerate,36

leading to concerns about the possibility of a sea ice ‘tipping point’, in which ice is lost37

very abruptly and irreversibly at a threshold value of CO2. Previous works have used38

a range of tools, from simple sea ice thermodynamic models to state-of-the-art global cli-39

mate models, to identify whether such a tipping point exists and have found conflicting40

results. In this work, we present a novel model of the Arctic climate that combines a ther-41

modynamic model of sea ice with atmospheric feedbacks in a simple framework. We run42

this model across large ranges of climatic conditions to broadly identify the conditions43

that favor a sea ice tipping point. In addition, we isolate the mechanisms that are key44

to setting the timing and abruptness of complete sea ice loss, separating the contribu-45

tions of different atmospheric feedbacks that have previously been unexplored. We find46

that both summer and winter sea ice tipping points are possible and that the respon-47

sible atmospheric mechanisms are different than those that have been suggested previ-48

ously.49

1 Introduction50

Arctic sea ice is already observed to be rapidly declining (Comiso & Parkinson, 2004;51

Nghiem et al., 2007; Stroeve et al., 2008; Notz & Stroeve, 2016; Stroeve & Notz, 2018),52

sparking concerns over the possibility of a ‘tipping point’ in sea ice loss in the future as53

anthropogenic warming continues. Such a tipping point—defined as an abrupt fall in to-54

tal sea ice at some threshold value of CO2—could be caused by a transition from a CO255

range that supports multiple steady-state values of sea ice to one that supports only one56

steady-state. This transition (mathematically referred to as a “bifurcation”, see Ghil57

& Childress, 1987; Strogatz, 1994) would also imply irreversibility of sea ice loss, mean-58

ing that CO2 concentrations would have to decrease below the value at which sea ice col-59

lapsed to recover the sea ice cover. This scenario has severe policy implications, and as60

such, a large body of literature has emerged seeking to establish whether bi-stability in61

Arctic sea ice (multiple steady-states for the same CO2 forcing) exists.62
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Previous studies have used a variety of different modeling tools to answer the ques-63

tion of Arctic bi-stability and have found different, often conflicting results. Simple ther-64

modynamic models of sea ice that include the ice-albedo feedback and ice-thickness growth65

feedback but exclude dynamic atmospheric feedbacks and processes find no or limited66

bi-stability in summer sea ice (i.e., no bifurcation/tipping point when transitioning from67

perennial to seasonal sea ice cover), but do find a small CO2 range of bi-stability in win-68

ter sea ice (i.e., a tipping point in the transition from seasonal ice cover to ice-free con-69

ditions, Eisenman, 2007; Eisenman & Wettlaufer, 2009; Notz, 2009; Abbot et al., 2011;70

Eisenman, 2012). When such a sea ice model is coupled to an energy balance atmospheric71

model with a resolved latitudinal dimension, meridional heat diffusion destroys the sea-72

ice bi-stability (Wagner & Eisenman, 2015). On the other hand, in an atmospheric col-73

umn model that includes sea ice and realistic atmospheric feedbacks, the winter sea-ice74

bifurcation re-emerges and is associated with bi-stability between a convecting and non-75

convecting atmospheric state (Abbot & Tziperman, 2008). In fully-coupled global cli-76

mate models (GCMs) the picture becomes even less clear. In GCMs run under the RCP8.577

Scenario in CMIP5, three of the seven models that lose their winter sea ice by the end78

of the simulations show an abrupt loss of winter sea ice (Hezel et al., 2014; Hankel & Tziper-79

man, 2021) that is characteristic of, but not exclusively explained by, a bifurcation and80

the associated sea ice bi-stability. Holland et al. (2006) identified possible abrupt jumps81

in summer sea ice, but Holland et al. (2008) concluded this was likely not related to a82

tipping point. On the other hand, Ferreira et al. (2011) found bi-stability between ice-83

free and perenially ice-covered conditions in an intermediate complexity GCM. More-84

over, other studies that have directly tried to test for bi-stability in GCMs by running85

hysteresis experiments (Armour et al., 2011; Ridley et al., 2012; Li et al., 2013) have been86

unable to conclusively identify or rule out the existence of sea ice bi-stability because it87

is computationally infeasible to simulate the sea ice steady-state at many different CO288

values in such models.89

Additionally, there has been some debate over what sets the abruptness of Arctic90

sea ice loss, particularly with respect to the loss of winter (seasonal) sea ice. While a bi-91

furcation in the sea ice steady-state necessarily implies an extremely abrupt loss of ice,92

it is not the only plausible cause of abruptness (Lenton, 2012). Some studies (e.g, Bathi-93

any et al., 2016) suggest the freezing point of seawater creates a natural threshold that94

is sufficient for abrupt sea ice loss, while others (Hankel & Tziperman, 2021) show that95

local positive feedback mechanisms set the range of abruptness in sea ice loss across GCMs.96

It is thus unclear what the relative importance of different mechanisms is in contribut-97

ing to abrupt sea ice loss, leading to uncertainty in understanding the physical and math-98

ematical mechanisms behind climate model predictions of future ice loss.99

Given that the previous literature on Arctic bi-stability has used many different100

models with different components, parameter choices, and assumptions, it is hard to pin-101

point what physical mechanisms and modeling choices favor/destroy Arctic bi-stability102

and thus hard to reconcile the range of results. We, therefore, identify a need to study103

Arctic climate bi-stability under many different conditions within the same model to build104

a more general and robust understanding of what controls Arctic bi-stability and the abrupt-105

ness of Arctic sea ice loss. This will not only allow us to re-interpret some of this past106

work in a clear, unified framework but will also provide a comprehensive assessment of107

the key local mechanisms that influence Arctic climate transitions and their relative im-108

portance.109

The motivation for this study is twofold. First, a mechanistic understanding of the110

factors controlling the abruptness of sea ice loss with future anthropogenic warming will111

help us better interpret the large intermodel spread of sea ice predictions made by GCMs.112

Second, a general understanding of the climatic conditions that influence Arctic bi-stability113

will shed light on past climates. In particular, the climate during the warm period of the114

Eocene was very different from today, including potentially different ocean stratification115
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and heat transport, and different natural aerosols, which could influence cloud feedbacks.116

All of these factors could alter the nature of Arctic bi-stability. Given that the Eocene117

had a warm initial condition (in the sense that it was cooling down from a much hot-118

ter Cretaceous), investigating how these factors influence Arctic bi-stability may aid the119

understanding of the relationship between climate, sea ice, and CO2 during this period.120

We do not explore the effect of possible time-dependent CO2 fluctuations during the pe-121

riod, as might have occurred during the Paleocene-Eocene thermal maximum (PETM),122

for example.123

To achieve this, we use a novel model of sea ice—the first box model to include both124

sea ice and explicit atmospheric radiation feedbacks in a simple framework—which al-125

lows us to explore the modeling choices, boundary conditions, and physical mechanisms126

that cause the Arctic to exhibit bi-stability for a given CO2 concentration. The model127

consists of a simple sea ice thermodynamic model (similar to that of Eisenman, 2007;128

Eisenman & Wettlaufer, 2009) coupled to a two-layer atmosphere that has parameter-129

izations of convection, longwave radiative cloud and clear-sky effects, and air-sea heat130

exchanges. This is a key addition compared to energy balance models that typically in-131

clude an atmosphere assumed to be in radiative equilibrium with the surface, and in which132

the parameterized longwave feedback parameter is prescribed. Thus our model contains133

representations of most of the key atmospheric feedbacks that have been proposed to in-134

fluence sea ice loss and retains the computational efficiency and interpretability afforded135

by a box model. Importantly, it also allows us to directly manipulate atmospheric pro-136

cesses (through mechanism denial experiments, and modifying parameterizations) in ways137

that are not feasible in a GCM or even in an atmospheric column model.138

We first use this model to exhaustively sweep broad ranges of parameters that are139

not well-constrained in past and future warm climates and which have not been explored140

together in previous studies (including CO2, cloud emissivity, ocean mixed-layer depth,141

meridional ocean heat transport). Next, we perform mechanism denial experiments (e.g.,142

suppressing the surface albedo feedback, turning off different aspects of the longwave feed-143

backs) to reveal what mechanisms modulate the abruptness and CO2 threshold for sea144

ice loss in the present-day climate.145

We find that in every scenario, the surface albedo feedback (SAF) seems to be nec-146

essary for any bi-stability; the convective cloud feedback and clear-sky longwave feed-147

backs cannot introduce bi-stability on their own. However, we find that a subset of our148

model parameters, while unable to produce bi-stability without the SAF, can significantly149

widen or shift the range of CO2 values for which there is bi-stability. In particular, we150

find that longwave feedbacks significantly shift the CO2 value at which sea ice is lost and151

do so mostly through changes in tropospheric temperature, rather than through convec-152

tive clouds or water vapor feedbacks as has been suggested previously (Abbot & Tziper-153

man, 2008; Abbot et al., 2009). This suggests that developing an understanding of these154

parameters and mechanisms in a future climate is crucial for predicting abrupt transi-155

tions in Arctic sea ice cover.156

In mechanism denial experiments, we find that sea ice loss can still be somewhat157

abrupt even when no bi-stability and bifurcation occur. Generally, we see that local pos-158

itive feedback mechanisms have a much greater influence on the CO2 threshold of sea159

ice loss than on the abruptness of such loss. This means evaluating the strength of these160

feedbacks in the present-day climate is key for predicting the CO2 threshold at which161

the Arctic is ice-free: a prediction that still exhibits significant intermodel spread in GCMs.162

2 Methods163

In this section, we describe the ice-ocean-atmosphere model we use. There are eight164

prognostic variables in the system: ocean mixed layer temperature (To), sea ice volume165
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(V ), sea ice fraction (fSI), sea ice surface temperature (TSI), atmospheric boundary layer166

temperature (Tb), atmospheric boundary layer moisture (qb), tropospheric temperature167

(Ta), and tropospheric moisture (qa). The model represents one grid box in the Arctic168

with an area of 1 km by 1 km, though our results do not depend on the chosen grid box169

size.170

2.1 Oceanic and atmospheric temperature equations171

The rate of change of the temperature of the tropospheric layer, Ta, is a function172

of (from left to right in eq. 1): longwave upwelling from the surface, latent heat from wa-173

ter vapor condensing into precipitation, radiative cooling of the layer, convective heat174

flux from the boundary layer, heat transport from the midlatitudes, and large-scale sub-175

sidence,176

dTa

dt
=

g

∆pATMcairp

[
ϵ(1− fSI)σT

4
o + ϵfSIσT

4
SI + ρwaterLePa − 2ϵσT 4

a

]
(1)

+
∆pBL

∆pATM
Fc,a +

Tmid,a − Ta

τa
+ S.

Here, S is a prescribed temperature tendency due to subsidence, Tmid,a is the atmospheric177

temperature of the midlatitudes, Fc,a is a convective heat flux, and Pa is the rate of pre-178

cipitation from the atmospheric layer in meters per second. We neglect shortwave ab-179

sorption by the atmosphere for simplicity and because we expect its effect on the feed-180

back processes studied here to be negligible. In particular, (Hankel & Tziperman, 2021)181

found that shortwave absorption by the atmosphere can act as a negative feedback on182

the surface Arctic climate due to enhanced SW absorption by water vapor in a warmer183

climate, but this feedback was very small compared to negative feedbacks from surface184

turbulent heat fluxes and longwave feedbacks. All other physical and modeling param-185

eters in the above equation and their default values can be found in Tables S1–S4. Pre-186

cipitation occurs when the tropospheric relative humidity passes a fixed threshold, and187

is defined in section 2.2. Fc,a, the convective heat flux into the atmospheric layer, is nonzero188

only when a raised boundary layer parcel is buoyant compared to the tropospheric layer.189

The convective heat flux is given by,190

(2)Fc,a =

{
(Tp − Ta)/τc Tp > Ta,

0 otherwise,

where Tp is the temperature of a boundary layer parcel after being lifted to the tropo-191

spheric level, and τc is a convective mixing timescale. This parcel temperature is obtained192

by solving the following the moist static energy conservation equation,193

MSEb = cpTb + gzb + Leqb

= cpTp + gza + Le min(qb, qs(Tp))

= MSEp,

where all a subscripts correspond to the atmospheric (troposphere) layer and all b sub-194

scripts correspond to the atmospheric boundary layer. The timescale τc depends on the195

efficiency of convection, and is given by,196

τc =

[
∆T

Tp − Ta

]
τM , (3)

where ∆T is a reference temperature difference between the parcel and the atmosphere,197

set to 10 K, and τM is a reference convective mixing timescale, set to 3 hours (see Ta-198

ble S2).199

–5–



manuscript submitted to JGR: Atmospheres

The emissivity of the atmosphere, ϵ, is a function of CO2, water vapor concentra-200

tion, and longwave forcing due to convective clouds, given by,201

ϵ = ϵ0 + 0.041× log2(CO2/280 ppm) + 0.072×max(0, log2(qa/q0)) + ∆ϵcld, (4)

where ∆ϵcld, the change in emissivity due to clouds, is defined below in section 2.4 (Tziperman,202

2022).203

The rate of change of the temperature of the surface atmospheric boundary layer204

(Tb) is a function of sensible heat fluxes from the surface, latent heating from condens-205

ing precipitation, a convective heat flux, heat flux from the midlatitudes, and the same206

prescribed subsidence heating from eqn. 1,207

dTb

dt
=

g

∆pBLcairp

[(1− fSI)(To − Tb)C + fSI(Tice − Tb)C + ρwaterLePb] (5)

− Fc,b +
Tmid,BL − Tb

τa
+ S

Precipitation (Pb) is defined below in section 2.2. The convective heat flux (Fc,b, a heat208

flux out of the boundary layer when convection is active) is given by,

(6)Fc,b =

{
(Tb − θa)/τc Tp > Ta,

0 otherwise,

where θa is the potential temperature of the atmospheric parcel brought to the level of209

the boundary layer. The constant C is a surface drag coefficient used for calculating the210

surface sensible heat flux. We set it to C = ρairνHcairp Cw where νH is the surface wind211

speed, and Cw is a transfer coefficient between the ocean surface and the atmosphere (see212

Table S2 and Sayag et al., 2004), following the ocean-atmosphere heat parameterization213

in the Community Atmosphere Model version 5 (the CESM guide; Neale et al., 2010).214

Because the boundary layer is relatively thin (it represents the lower 200 hPa) and tightly215

coupled to the surface temperature, we ignore longwave transmission in this layer, as it216

would likely absorb and re-emit radiation from the surface at nearly the same temper-217

ature and provide no greenhouse effect.218

The rate of change of the ocean mixed layer temperature (To) is affected by short-219

wave radiation directly absorbed by the open ocean, longwave cooling, evaporation at220

the surface, sensible heat exchange with the atmospheric boundary layer, LW downwelling221

radiation from the atmosphere, heat exchange with the bottom of the sea ice including222

the effects of melting and freezing, and heat transport from the warmer mid-latitudes,223

dTo

dt
=

1

D

1

ρocwater
p

(1− fSI)
[
SW (y)(1− αatm)(1− αo)− σT 4

o (7)

− CwνHLeρair {qs(To)− qb} − (To − Tb)C + ϵσT 4
a

]
+ FIO +

Tmid,o − To

τo
.

The shortwave forcing (SW ) is an approximation of the seasonal cycle of insolation that224

depends on latitude (y) according to Hartmann (2015). FIO is the heat exchange between225

the ocean and sea ice (if present) given by,

(8)FIO =

{
−(To − Tf )/τf To < Tf ,

−fSI × (To − Tf )/τf otherwise.

The above conditional means that if the ocean temperature is below freezing it will warm226

back to freezing as sea ice forms, and if it is above freezing it will be cooled by the ice227

above it in proportion to how much ice is present.228
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The saturation specific humidity (qs(T )), used to determine surface evaporation229

in eqn. 7 above and in the moisture equations later, is given by the Clausius Clapeyron230

relation (Emanuel, 1994),

(9)qs(T ) = 2(.622es/po)e
−Le/(RνT ).

2.2 Moisture equations231

The rate of change of the specific humidity of the tropospheric layer, qa, is deter-232

mined by a moisture flux due to convection, precipitation that removes moisture, and233

a moisture flux from the mid-latitudes,234

dqa
dt

=
∆pBL

∆pATM
Qc,a −

g

∆pATM
Paρwater +

qmid,a − qa
τa

. (10)

The midlatitude moisture flux above is a function of the midlatitude temperature while235

assuming a fixed relative humidity of the midlatitudes and is given by qmid,a = RHatm×236

qs(Tmid,a). The precipitation rate is given by,237

Pa =

{
1
τP

∆pATM

gρwater
[qa −Rqs(Ta)] qa > Rqs(Ta),

0 otherwise.
(11)

Here, Qc,a, the convective moisture flux, is defined similarly to the convective heat flux238

as follows,

(12)Qc,a =

{
(qp − qa)/τc Tp > Ta

0 otherwise,

where qp = min(qb, qs(Tp)) is the specific humidity of the convecting parcel coming from239

the boundary layer, which may or may not be saturated.240

The rate of change of the specific humidity of the boundary layer is determined by241

evaporation and precipitation close to the surface, convective moisture transport upward,242

and moisture transport from the mid-latitudes,243

dqb
dt

=
g

∆pBL
[CwνHρair {qs(To)− qb} (1− fSI)− Pbρwater]−Qc,b +

qmid,bl − qb
τa

, (13)

where qmid,bl is defined similarly to qmid,a above, and Pb is the precipitation rate in the244

boundary layer, similarly defined as the rate in the atmosphere as,245

Pb =

{
1
τP

∆pBL

gρwater
[qb −Rqs(Tb)] qb > Rqs(Tb),

0 otherwise.
(14)

The convective moisture flux out of the boundary layer is not necessarily equal to the246

flux into the tropospheric layer due to condensation, and is defined similarly to that in247

the tropospheric layer as,

(15)Qc,b =

{
(qb − qa)/τc Tp > Ta,

0 otherwise.

2.3 Sea ice equations248

There are three prognostic sea ice variables: total volume (V ), ice area fraction (fSI),249

and the temperature of the surface of the sea ice (TSI). If TSI is above freezing and the250

total net surface flux (described below) into the ice is positive, then the ice can both melt251
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at the surface and at the ice-ocean interface. Otherwise, ice only grows/melts accord-252

ing to the energy balance at the bottom of the ice. These two cases are treated separately253

in the equations provided below. The net sea ice surface flux (positive downward) is,254

Fsfc = SW (y)(1− αatm)(1− αice) + σϵT 4
a − σT 4 + (Tb − TSI)C, (16)

where the terms represent absorbed solar radiation, longwave downwelling radiation from255

the atmosphere, longwave cooling by the ice, and sensible heat exchange with the atmo-256

spheric boundary layer, respectively. Thus if TSI ≥ 0 and Fsfc > 0, the ice volume257

and temperature evolve according to,258

dV

dt
= (cwater

p ρwaterD∆x∆yFIO −Aice(SW (y)(1− αatm)(1− αmp) + σϵT 4
A

− σT 4 + (Tb − TSI)C))
1

Lfρice
, (17)

dTSI

dt
= 0, (18)

where Aice is the ice area calculated as the ice fraction times the size of the horizontal259

model domain, and all other constants are given in Table S4. In equations 17 and 18,260

all surface heating goes into melting ice while the ice surface temperature stays at the261

melting point. The first term of equation 17 is the ice-ocean heat exchange at the bot-262

tom of the ice defined in section 2.1, and the rest of the terms are as in the equation 16263

for Fsfc except the surface albedo of the ice is modified to a melt pond albedo value (αmp).264

In the other case, when the surface melting condition is not met, ice volume changes265

are dictated only by the heat budget at the bottom of the ice, determined as a balance266

between ice-ocean heat exchanges and vertical heat conduction through the ice, and the267

ice surface temperature evolves due to heat conduction through the ice and surface heat268

fluxes.269

dV

dt
=

(
cwater
p ρwaterD∆x∆yFIO −Aice

cicep ρiceκ(TSI − Tf )

Hice

)
1

Lfρice
, (19)

dTSI

dt
=

(
−cicep ρiceκ(TSI − Tf )

Hice
+ Fsfc

)
1

hsfccicep ρice
, (20)

where hsfc = 10 cm is the depth of ice near the surface whose temperature responds270

to surface fluxes according to equation (20). Finally, ice fraction evolves according to Eisenman271

(2007), with all new ice growth being given a characteristic small thickness (Hmin) that272

contributes to entirely to lateral ice growth. Ice volume loss contributes to ice area loss273

through a different proportionality constant that approximately reproduces the observed274

thickness distribution (Hibler, 1979). The equations are,275

dfSI

dt
=

{
dV
dt

1
Hmin∆x∆y if dV

dt > 0,
FSI

2V
dV
dt otherwise.

(21)

If dV/dt is positive and fSI has already reached its maximum value of 1, then dfSI/dt276

is set to zero, and the volume growth leads to a thickening of the ice only.277

2.4 Clouds278

Low clouds are not parameterized directly, and thus we cannot study the influence279

of shortwave cloud feedbacks on Arctic bi-stability. Low clouds have been proposed as280

a possible negative feedback on Arctic climate, whereby summer sea ice loss could fuel281

enhanced low cloud cover in the summer, which would reduce total insolation reaching282

the surface and reduce further sea ice loss directly and by through damping the strength283

of the surface albedo feedback (Kay et al., 2016). However, many studies have found this284
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proposed summertime negative shortwave cloud feedback to be nonexistent or relatively285

small both in GCMs (Kay et al., 2012; Morrison et al., 2019) and in observations (Kay286

& Gettelman, 2009; Kay et al., 2016). We still explore the effect that low clouds might287

have on the model results by modifying the atmospheric SW albedo, denoted as αatm288

(see Table S2).289

The effect of high convective clouds on LW emissivity is set to be a function of the290

convective moisture flux (Qc,b) and is calculated as,291

∆ϵcld = ∆ϵ0 max

(
1,

Qc,b

∆Q

)
, (22)

where ∆ϵ0 and ∆Q are parameters representing the maximum LW effect of clouds and292

the typical convective moisture flux scale, set to ∆ϵ0 = 0.2 and ∆Q = .0002/τc g/kg.293

Finally, in addition to affecting the emissivity of the atmosphere, CO2 also affects294

the modeled climate through an increase to all midlatitude temperatures (ocean mixed295

layer, atmospheric boundary layer, and tropospheric layer) by a prescribed amount per296

each doubling of CO2 (see Table S2). The model is implemented in Python 3.7; details297

of the numerical integrations to a seasonal steady-state climate can be found in the Sup-298

plemental Material.299

2.5 Experimental design300

In the following subsections, we outline the different types of experiments we run301

using our coupled model.302

2.5.1 1D Parameter sweeps303

In order to provide a preliminary assessment of the model’s sensitivity to differ-304

ent parameters, we perform ‘1D’ parameter sweeps by running the model with many val-305

ues of one parameter while keeping all other parameters at their default value. Every306

parameter combination is run in six different conditions: with CO2 values of 280 ppm,307

460 ppm, and 560 ppm, and with a cold (ice-covered) and warm (ice-free) initial con-308

dition to test for the existence of bi-stability. In every case, we run the model until a steady309

state is reached as described in the Suppelemental Material, and use the final year of the310

integrations to analyze the seasonal cycles of all state variables and diagnostic quanti-311

ties in the Results.312

2.5.2 2D Parameter sweeps313

From the results of all 1D parameter sweeps (see Tables S2—S4), we identify a much314

smaller subset of parameters to which the model steady-state is significantly sensitive.315

We then run ‘2D’ parameter sweeps, varying the given parameter and CO2 concentra-316

tion together. We record the steady-state seasonal cycle of all the simulations, catego-317

rizing each into one of three possible steady-states: perennial ice coverage (ice fraction318

never drops to zero throughout the year), seasonal ice coverage (ice fraction is zero at319

some point during the year and nonzero at another point), and perennially ice-free (ice320

fraction is zero year-round).321

2.5.3 Mechanism denial experiments322

We perform several mechanism denial experiments to assess the contribution of dif-323

ferent processes to the abruptness of Arctic sea ice loss. First, we conduct a variety of324

experiments that assess the contribution of longwave feedback processes. We turn off the325

clear-sky water-vapor feedback, by removing the term from the emissivity equation that326

depends on the atmospheric specific humidity. Separately, we turn off the convective cloud327
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feedback by setting ∆ϵcld = 0: in other words, eliminating the effect that convection328

has on the atmospheric emissivity. We also turn off convection entirely, by setting the329

convective heat and moisture fluxes between the tropospheric and surface boundary layer330

to zero even if a raised boundary layer parcel is buoyant. In each of the above experi-331

ments, however, some longwave feedbacks are still possible through processes that warm332

the tropospheric layer which in turn increases the longwave downwelling radiation at the333

surface, even if atmospheric emissivity were fixed. Thus we also perform an experiment334

that suppresses longwave temperature feedbacks, where atmospheric emissivity has all335

its components (CO2, cloud emissivity, and water vapor), but the atmospheric temper-336

ature used to calculate longwave downwelling radiation that reaches the surface is fixed337

to its daily seasonal climatology calculated at 280 ppm value. We then also suppress all338

LW feedbacks together by suppressing the temperature feedback as just described and339

removing the water vapor and cloud contributions from atmospheric emissivity. In this340

experiment, longwave downwelling radiation received by the surface only changes due341

to changes in CO2 concentration. Finally, we suppress the surface albedo feedback by342

setting all surface albedo values (ice, melt pond, and ocean) to the same value of 0.6; this343

value is chosen so that the preindustrial climate still has a reasonable steady-state sea-344

sonal cycle of sea ice.345

2.6 Model Validation346

In order to assess our model’s ability to represent a realistic Arctic climate, we com-347

pare our model variables at pre-industrial (‘PI’) and twice pre-industrial (‘2xPI’) CO2348

levels to a state of the GCM from the Coupled Model Intercomparison Project Version349

6 (CMIP6). We pick one of the GCMs, CanESM5, that most closely matches the sea-350

sonal cycle of total Arctic sea ice area observed during the satellite era (Keen et al., 2021).351

In using such a GCM for our model validation, we can compare our model to a realis-352

tic Arctic climate while also being able to make our comparison at different CO2 levels353

(PI and 2xPI) which would not be possible using an observational dataset. Further de-354

tails on how the seasonal cycle of CanESM5 data is calculated can be found in the Sup-355

plementary Material.356

In Supplemental Figure S1 we compare the eight state variables of our simple model357

run with 280ppm of CO2 to those of the GCM in a pre-industrial control climate. The358

seasonal cycle of ice fraction in our model matches closely that of the GCM; this is be-359

cause we tuned the simple model to match this variable. The seasonal cycle of effective360

ice thickness and ice surface temperature both qualitatively track those of the GCM. The361

ocean temperature appears to have a very qualitatively different seasonal cycle than that362

of the GCM, however, we note that these differences are only on the order of 0.1 K and363

represent small fluctuations around the freezing temperature. The atmospheric bound-364

ary layer and tropospheric layers’ temperatures have similar magnitudes of the seasonal365

cycle to those of the GCM, and are off in absolute value by at most ∼5 K. The specific366

humidity of both layers is also realistic, in particular capturing the more muted seasonal367

cycle of humidity in the upper atmosphere found in the GCM.368

As seen in Figure S2, at the 2xPI climate the toy model produces reasonable sea-369

sonal cycles of all variables that matches those of the GCM. One difference is that the370

GCM simulates a smoother and more symmetric seasonal cycle of ice fraction than our371

simple model; this is likely in part because the GCM seasonal cycle represents an aver-372

age over many grid points (as described in the Supplementary Material), while the sim-373

ple model contains only one grid box in which sea ice fraction tends to grow and melt374

very abruptly during the seasonal cycle. This difference propagates into other variables375

including tropospheric and boundary layer temperature, boundary layer specific humid-376

ity, and ice surface temperature, all of which show realistic magnitudes but more seasonally-377

asymmetric behavior than the GCM as they depend heavily on the presence/absence of378

ice. In particular, the boundary layer moisture in our model shows sharp changes not379
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found in the GCM that are due to the sudden onset of convection that moves moisture380

from the boundary layer to the troposphere. The qualitative seasonal cycle of ocean tem-381

perature of the simple model matches the GCM well but is biased cold by 1-3 K. CanESM5382

did not report ice thickness in the abrupt CO2 doubling experiment.383

While our primary goal is to study local feedback mechanisms in the Arctic, we also384

evaluate our model’s ability to represent remote processes. In twentieth-century obser-385

vations, poleward transport of dry static energy is on the order of 2PW at 60 N, which386

comes out to 60 W/m2 of heating in the Arctic (Yang et al., 2015). In the PI config-387

uration, our model has about 55 W/m2 of heating due to poleward sensible heat fluxes388

in both atmospheric layers combined. At a 2xPI climate, the poleward sensible heat flux389

may decline by about .1 PW or 3 W/m2 (Yoshimori et al., 2017); in our model, it de-390

clines by closer to 12 W/m2 due to the high level of Arctic amplification in our model.391

Historical poleward latent heat fluxes are on the order of .5 PW, or 15/W/m2 (Yang392

et al., 2015). Our model under-represents this transport slightly, at 10 W/m2 in the PI393

configuration. Furthermore, while GCMs tend to predict a modest increase in poleward394

latent heat fluxes of around 6 W/m2 (e.g., Yoshimori et al., 2017), our model predicts395

almost no change in poleward latent heat flux. This is because the default configuration396

of the model does not lead to preferential moistening of the midlatitudes since moisture397

in the Arctic box is coupled tightly to surface conditions and increases significantly when398

sea ice is lost. Given that in total remote feedbacks in the Arctic are thought to have399

a small magnitude of uncertain sign (Kay et al., 2012) and are small in our model com-400

pared to the local feedbacks (see Results), we believe the exact value of the remote feed-401

backs should not affect our key results.402

3 Results403

In the following sections, we analyze model runs configured with standard param-404

eter values (section 3.1), the robustness of bi-stability to large changes in modeling pa-405

rameters (section 3.2), and the relative importance of different mechanisms in setting the406

abruptness of sea ice loss (section 3.3). Throughout the text, we refer to “winter” sea407

ice as the ice conditions around the time of the annual ice maximum, which can in fact408

occur as late in the year as April or May, and “summer” sea ice as the conditions around409

the time of the annual ice minimum, which tends to occur around September.410

3.1 Bi-stability of sea ice in the standard parameter regime411

We first run the model with default parameter values (see Tables S2—S4) under412

pre-industrial CO2 concentrations (280 ppm). Fig. 1 shows the seasonal cycle of all eight413

prognostic variables of the model for the cold initial condition. At this CO2 level, there414

is no bi-stability (there is only one steady-state), so the warm initial condition leads to415

an identical seasonal cycle to that shown. The previous section on the validation of our416

model against a realistic GCM indicates that all eight state variables take on realistic417

values for the Arctic. The tropospheric, boundary layer, and ice surface temperatures418

(panel c) all exhibit strong seasonal cycles, while the ocean mixed layer temperature stays419

close to freezing year-round as it is mostly ice-covered. The atmospheric boundary layer420

moisture increases rapidly when the ice fraction drops below 1 in the summertime due421

to increased evaporation from the ocean, and the tropospheric layer shows a similar, but422

more muted response (panel d).423

In Figure 2a–d and e–h we see the model variables again, but for simulations with424

530 ppm of CO2 and cold and warm initial conditions, respectively. We chose to show425

the results at 530 ppm because it is a canonical example of bi-stability that occurs for426

our default model configuration; the two rows of Fig. 2 show very different climates. In427

the first row, we see that the cold initial condition leads to an Arctic that is ice-free in428
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Figure 1. Steady-state seasonal cycle of all eight prognostic variables for a standard (default

parameters) pre-industrial run (280 ppm) with a cold initial condition. The abbreviation ”Atm”

refers to the tropospheric layer of the atmosphere, and ”BL” refers to the atmospheric boundary

layer. The same simulation run with a warm initial condition leads to the same climate at this

CO2 value.

the summer but still reaches an ice fraction of 1 in the winter. In the simulation that429

starts with a warm, ice-free initial condition (Fig. 2 bottom row), on the other hand, the430

climate is ice-free year-round, never developing ice due to physical mechanisms that op-431

erate differently in the two ICs, as we will discuss shortly. By 655 ppm (not shown), both432

initial conditions lead to perennially ice-free, identical climates, indicating the limited433

range of Arctic bi-stability, the robustness of which will be discussed in the next section.434

The main features of the bi-stability at 530 ppm are summarized in Fig. 3 by show-435

ing the different contributions to the surface heat budget. In the analysis below, we con-436

sider how six different fluxes—shortwave radiation, clear-sky and cloud downward long-437

wave radiation, sensible heating, latent cooling, and oceanic meridional heating—contribute438

to differences between the steady state surface temperatures obtained from the two ini-439

tial conditions (bi-stability), and the seventh term, longwave upwelling, to represent the440

surface temperature’s response to these six fluxes. Thus, while all seven fluxes must in-441

tegrate to zero over one seasonal cycle in the steady state, treating the longwave upwelling442

as a response to, rather than a component of, the surface heat budget allows us to gain443

insight into the causes of Arctic bi-stability.444

Fig. 3a shows the shortwave radiation absorbed by the surface, which is the sur-445

face heat flux with the largest magnitude. We see that in the warm initial condition sim-446

ulation (dark orange line), the surface receives substantially more shortwave radiation447

in the summertime than the cold initial condition (blue line) due to the surface albedo448

feedback. Importantly, however, this feedback has its peak contribution to differences449

in surface heating between the two initial conditions from the months of April to Oc-450

tober, when the high latitudes receive sunlight. On the other hand, the bi-stability in451

Arctic sea ice at this CO2 occurs from January to August, potentially suggesting that452

other processes are needed to explain the sea ice bi-stability during the months that re-453

ceive no sunlight.454

In Fig. 3b–c, we see the clear-sky and cloud components of longwave downwelling455

radiation at the surface. While the difference between the warm and cold initial condi-456

tion longwave heating does not reach the same maximum magnitude as the difference457

in shortwave heating, it is importantly nonzero during the winter months, with clear-458

sky longwave radiation contributing about a 30 W/m2 difference in heating from March–459

May, and cloud longwave radiation contributing about 20 W/m2 from January–July. Thus460

the total longwave heating can contribute around 50 W/m2 of additional heating in the461
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Figure 2. Steady-state seasonal cycle of all eight prognostic variables for an intermediate-

warming run (530 ppm). The top row (a–d) shows the steady-state of a run initialized with a

cold initial condition, and the bottom row (e–h) shows the steady-state of a run with a warm ini-

tial condition. Because the two rows exhibit different climates, there is bi-stability for the default

parameters at this CO2 concentration.

winter months of the warm initial condition compared to the cold initial condition steady-462

state, helping to maintain the winter sea-ice bi-stability.463

The other surface heat fluxes besides the longwave and shortwave fluxes also con-464

tribute to the bi-stable seasonal cycle. In Fig. 3d, we see that sensible heating of the sur-465

face (which is proportional to the difference between surface temperature and the bound-466

ary layer potential temperature) is 10–30 W/m2 larger in the warm initial condition run.467

In panel e, we see that latent cooling of the surface acts to reduce the surface temper-468

ature difference between the two steady-states because the warm initial condition expe-469

riences more cooling due to evaporation over the open ocean (Boeke & Taylor, 2018; Han-470

kel & Tziperman, 2021). In panel f we see the ocean meridional heat flux for the two ini-471

tial conditions, which is represented as a slow relaxation of the Arctic Ocean tempera-472

ture to a single prescribed midlatitude ocean temperature, acts to push the solution to473

the two initial conditions toward the same steady state (as it heats the cold IC more than474

the warm IC). The sign of this feedback matches that found in studies using more com-475

plex models (Bitz et al., 2005; Ferreira et al., 2011; Wagner & Eisenman, 2015), although476

their corresponding mechanisms are different because they resolve a meridional struc-477

ture of the ocean heat transport. In Fig. 3g, we see that the steady state of the warm478

initial condition run has a larger magnitude of upwelling longwave radiation due to the479

negative Planck feedback.480

Finally, Fig. 3h summarizes the relative importance of the six heating terms dis-481

cussed above by comparing the difference between the two initial conditions for all of them482

on the same plot. The shortwave radiation is by far the largest magnitude difference term483

in the summer, while the clear-sky and cloud longwave radiation are the largest differ-484

ence during most of the sea-ice growth months from January–April. Latent heat fluxes485
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Figure 3. Comparison of all heat fluxes affecting the surface (ice-covered and open ocean

areas combined) during the 530 ppm CO2 runs with cold and warm initial conditions. Positive

values indicate heating of the surface and negative values indicate cooling. In panel (h), the

differences in heating rates between the warm and cold initial conditions for all the fluxes are

plotted together.
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are the largest year-round process warming the cold initial condition much more than486

the warm initial condition, especially during the winter ice-growth months. However, the487

meridional ocean heat flux contributes a similar magnitude to suppressing differences in488

the two initial conditions during the summer and autumn. The black line in Fig. 3h shows489

the sum of all the heating term differences (excluding the Planck feedback’s LW upwelling490

term). This mirrors the findings of previous studies (Boeke & Taylor, 2018; Hankel &491

Tziperman, 2021) that have explained Arctic surface warming in GCMs through sim-492

ilar ocean heat storage mechanisms, again demonstrating our model’s ability to repre-493

sent realistic Arctic climate dynamics. While these previous studies showed that this inter-494

seasonal heat storage mechanism contributed to inter-model differences (in GCMs) in495

Arctic warming and abrupt sea ice loss, perhaps hinting at a connection to climate bi-496

stability and tipping points, here we are able to show that it explicitly contributes to year-497

round climate bi-stability of the Arctic.498

To summarize, for this parameter combination (default model parameters and 530499

ppm of CO2), summer sea ice bi-stability does not occur, while winter sea ice bi-stability500

does because, taken all together, mechanisms that enhance differences between the two501

initial conditions (causing them to reach different steady states) are stronger in the win-502

ter than in summer. The key feedbacks driving the difference between summer and win-503

ter sea ice behavior are the shortwave and longwave radiative feedbacks. While one might504

assume that the shortwave ice-albedo feedback may affect summer sea ice bi-stability more505

than winter, the peak of insolation is approximately equally offset from the months of506

ice loss for the two seasons (September and March) making this mechanism effective in507

both the summer and winter seasons, and possibly even stronger in winter due to sea-508

sonal ocean heat storage. Longwave feedbacks, which we later find to be key for main-509

taining bi-stability across a wide range of CO2, contribute to differences between the two510

initial conditions more strongly in the wintertime than in the summer (Fig. 3b,c). To-511

gether, these feedbacks favor winter bi-stability more than summer bi-stability of sea ice.512

3.2 Sea-ice winter and summer bi-stability in broad parameter regimes513

In this section, we examine the robustness of Arctic climate bi-stability to specific514

model parameter values. Doing so allows us to: 1) understand the fundamental mech-515

anisms controlling Arctic bi-stability, and 2) gain insight into how Arctic climate tran-516

sitions could be different in past/future climates. To do this, we run 2D parameter sweeps517

(see Methods) where we vary a given model parameter together with CO2 and run the518

model for every parameter combination starting with a cold initial condition and a warm519

initial condition. The results are shown in Fig. 4: blue indicates a steady-state climate520

with year-round ice coverage, white indicates seasonal ice coverage (ice-free in summer),521

and red indicates perennial ice-free conditions. Mixes of the colors indicate bi-stability522

between the two steady states of the seasonal cycle (obtained from the above two ini-523

tial conditions). Specifically, the bi-stability of winter sea ice described in Fig. 2 where524

the cold initial condition develops seasonal (winter) ice coverage and the warm initial525

condition develops year-round ice-free conditions, is seen here as the mixed red/white526

(pink) color. Bi-stability between perennial ice coverage and perennial ice-free conditions527

(i.e., bi-stability of both summer and winter sea ice simultaneously) is shown in the mixed528

blue/red (purple) color. The meanings of all colors are indicated in the schematic panel529

(i) of Fig. 4.530

Starting in Fig. 4a, we show the dependence of ice bi-stability on the bare ice albedo—531

a key parameter in setting the strength of the ice-albedo feedback. At lower bare ice albe-532

dos (.4–.575), a small range of CO2 values leads to winter bi-stability (white/red mixed533

color); the warm initial condition never develops sea ice, while the cold initial condition534

has seasonal (winter) ice. The CO2 width of this bi-stability increases as the bare ice albedo535

increases (i.e., the pink color widens as we move up in the plot). This can be explained536

by two factors. First, the CO2 threshold at which ice develops in the warm initial con-537
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Figure 4. Bifurcation diagram showing parameter regimes that have perennial ice coverage

in blue, seasonal ice coverage in white, and perennial open ocean in red, and bi-stable states

as mixes of two colors. For example, the light pink color indicates a bi-stability where the cold

initial condition leads to seasonal ice coverage and the warm initial condition leads to ice-free

conditions. The green line indicates the default value of the model parameter. The bottom right

panel (i) is a schematic demonstrating the meaning of each contour color.

dition is completely insensitive to the value of bare ice albedo, as seen by the vertical538

line at 400 ppm dividing the red-tinted regions on the right side of panel a from other539

regimes. This is because when starting from a warm, ice-free initial condition, the ice-540

albedo parameter doesn’t play a role in the model equations until after an initial amount541

of ice has developed. Second, for the cold initial condition, the increase in bare ice albedo542

means that winter ice can be maintained for higher and higher CO2 values. At ice albe-543

dos of .7 and above (including our default value indicated by the horizontal green line),544

a region of bi-stability between perennial ice coverage and perennial ice-free conditions545

occurs (mixed blue/red color). This indicates bi-stability for both summer and winter546

ice and implies a hysteresis in CO2 for both seasons (explained further below). This bi-547

stability can be explained similarly to the bi-stability of winter sea ice alone: again, the548

CO2 threshold for ice development in the warm initial condition still remains unchanged,549

even at very high ice albedo values, while the increase in ice albedo means the cold ini-550

tial condition can now support ice year-round (rather than just in winter) at higher CO2551

values.552

This summer sea ice bi-stability (that occurs simulataneously with winter sea-ice553

bi-stability) has been identified in previous studies (Eisenman & Wettlaufer, 2009; Eisen-554

man, 2012) using idealized sea ice models without atmospheric feedbacks. Our default555

parameter combination leads to a much narrower CO2 range supporting summer sea-556

ice bi-stability than those studies, suggesting that the inclusion of additional atmospheric557

–16–



manuscript submitted to JGR: Atmospheres

feedbacks may not favor summer bi-stability. While the ice-albedo values that lead to558

summer sea-ice bi-stability are on the higher end of the realistic range, we will see in the559

following sections that modestly modifying several other parameters from our default560

configuration can also produce this bi-stability over larger CO2 ranges, suggesting that561

it could occur in the real world under the right conditions.562

To illustrate these different regimes more clearly and to show the resulting hystere-563

sis loops in cases of bi-stability, we show maximum and minimum yearly ice values vs. CO2564

for both initial conditions and for two example ice albedo values in Fig. 5. In Fig. 5a,565

a low value of ice albedo leads to winter sea ice bi-stability, which can be seen as the hys-566

teresis loop traced by the solid lines for over a small range of CO2 values, while the sum-567

mer sea ice still shows the same equilibrium value for both initial conditions. On the other568

hand, at a high ice albedo value (Fig. 5b) the additional bi-stability of summer sea ice569

leads to a narrow summer hysteresis loop (indicated by the loop traced by the dashed570

lines) which sits entirely within the winter hysteresis loop. The insensitivity of the CO2571

threshold for warm initial condition ice formation to the bare ice albedo choice can be572

seen as the jump of the solid red line from 1 to 0 occurring in both plots at 400 ppm of573

CO2.574
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Figure 5. Example of the changing sea ice regimes when bare ice albedo (αice) increases.

The solid lines indicate the maximum (winter) sea ice fraction during the year, and dashed lines

indicate the minimum (summer) sea ice. In panel a, there is only bi-stability of winter sea ice:

red and blue lines (indicating the two initial conditions) lie directly on top of each other for the

minimum ice value (dashed) but trace a hysteresis loop for the maximum winter ice value (solid).

In panel b, summer sea-ice bi-stability emerges: a hysteresis loop of the dashed line (summer sea

ice) lies within the hysteresis loop of the solid line (winter sea ice). Shaded backgrounds indicate

the color that each state appears as in Fig. 4.

Next, in Fig. 4b, we show the effect of varying the LW emissivity enhancement due575

to convective clouds (∆ϵcld, see Eq. 22 in the Methods section). Increasing this LW con-576

vective cloud emissivity makes the overall climate warmer since it increases LW heat-577

ing at the surface when convection is active; we see this in the shift of the bi-stable and578

ice-free regimes to lower values of CO2 as we move upward through the contour plot. We579

first note that winter sea-ice bi-stability (pink and purple colors) occurs for the entire580

range of convective cloud emissivities, indicating that it is a very robust feature of our581

model. Summer sea ice bi-stability also occurs (concurrently with winter sea-ice bi-stability)582
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for high enough values of ∆ϵcld (0.175 and above), indicated by the purple color. Bi-stabilities583

in both seasons occur because the transition from perennial to seasonal ice coverage in584

the cold initial condition is relatively insensitive to ∆ϵcld, since convection largely does585

not occur until after sea ice starts to disappear. On the other hand, for the warm, ice-586

free initial condition, convection occurs year-round over open ocean, and thus increas-587

ing ∆ϵcld warms the surface and shifts the ice-free and seasonal ice regimes to lower CO2588

values for that initial condition.589

We now consider how the width of winter sea-ice bi-stability (i.e., the CO2 range590

over which the purple and pink colors extend) changes as a function of convective cloud591

emissivity. This width increases as ∆ϵcld increases, but only slightly. The rather mod-592

est dependence of winter bi-stability width on ∆ϵcld makes sense because the positive593

convective cloud feedback increases warming in the warm initial condition more than in594

the cold initial condition (due to convection over the ice-free ocean), but as we saw in595

Fig. 3, other factors such as the clear-sky longwave feedback were equally important in596

explaining bi-stability. Given that the emissivity of convective clouds in the Arctic is very597

uncertain even in coupled GCMs, the insensitivity of the winter bi-stability to ∆ϵcld sup-598

ports the robustness of winter sea-ice bi-stability. On the other hand, the existence of599

summer sea-ice bi-stability is highly sensitive to this uncertain parameter, making its ex-600

istence in the real climate similarly uncertain.601

In Fig. 4c we show the sea-ice bi-stability as a function of the ocean mixed layer602

depth, which is plotted as a reciprocal to reflect the quantity that is relevant to the model603

equations (see Eqs. 7). Increasing ocean mixed layer depth makes the overall climate warmer,604

and increases the width of both summer and winter bi-stability slightly by warming the605

warm initial condition more than the cold initial condition. The reason for the increase606

in bi-stability width can be understood as follows: the main process that prevents the607

warm initial condition from reaching a seasonally ice-covered steady-state is the difficulty608

in developing winter ice for the first time. Once such sea ice develops, the ice-albedo feed-609

back kicks off and establishes a steady seasonal cycle with consistent winter ice after a610

few years. Because the warm initial condition is initialized with no sea ice, the low-albedo611

open ocean absorbs heat all summer long, and must subsequently release enough heat612

the following winter to reach the freezing temperature and develop sea ice. An increase613

in ocean mixed layer depth means that the ocean can store more heat in the summer,614

and subsequently may not be able to release the excess heat in winter to reach the freez-615

ing temperature. Crucially, the cold initial condition starts off ice-covered, reflecting more616

of the late spring/early summer insolation due to a higher surface albedo. Thus while617

the cold initial condition also sees an increase in summer ocean heat storage with increased618

mixed layer depth, it is of a smaller magnitude than the increase for the warm initial con-619

dition due to the SW radiation being reflected by the sea ice. The differing cold and warm620

initial condition sensitivities to ocean mixed layer depth explain why the sea ice bi-stability621

width is sensitive to this key parameter, which is practically unconstrained for past cli-622

mates.623

Fig. 4d shows the sea ice steady-states as the atmospheric albedo, which crudely624

represents the presence of low clouds in the summertime (see Methods section, Eqs. 7625

and 17). Here, we see that increasing low cloud albedo makes the climate colder, as ex-626

pected, but barely affects the width of sea-ice bi-stability. This is somewhat surprising627

given that increasing atmospheric albedo should lower the magnitude of the ice-albedo628

feedback, which is one of the main causes of the sea-ice bi-stability. The insensitivity of629

the bi-stability width to atmospheric albedo can be explained by two competing effects630

of an increase in this parameter. First, because the surface albedo of the warm initial631

condition is low while the surface albedo of the cold initial condition is high, an increase632

in atmospheric albedo should cool the warm initial condition more than the cold initial633

condition. However, the cooling of the cold initial condition leads to a small increase in634

the ice area, which in turn makes the surface albedo even higher, leading to additional635

–18–



manuscript submitted to JGR: Atmospheres

cooling of the cold initial condition. These effects approximately offset each other, mak-636

ing the cold and warm ICs similarly sensitive to atmospheric albedo, and thus the width637

of sea-ice bi-stability relatively insensitive to atmospheric albedo.638

In Fig. 4e, we find that the width of sea-ice bi-stability is highly sensitive to the639

restoring timescale used in our simplified mid-latitude ocean heat flux representation.640

The bi-stability width decreases and eventually disappears for shorter timescales due to641

the damping implied by our simple formulation. These findings may indicate that a de-642

crease in ocean heat transport due to the projected weakening of AMOC under global643

warming could influence sea-ice bi-stability. Previous work also found that heat trans-644

port by the ocean can act as a negative feedback (Tziperman et al., 1994), and prevent645

bi-stability (Wagner & Eisenman, 2015). On the other hand, Ferreira et al. (2011) found646

in a GCM that the meridional structure of ocean heat transport could play a role in bi-647

stability rather than destroy it.648

In Fig. 4f, we see that the changing the degrees of mid-latitude warming per CO2649

doubling (which represents the mid-latitude climate sensitivity) does not qualitatively650

alter the sea ice stability regimes. (We note that the apparent disappearance of summer651

bi-stability around 3.25 degrees per doubling is likely just an artifact of the coarse res-652

olution in CO2.) Rather, increasing the climate sensitivity merely warms the model more653

quickly and condenses the bi-stability regimes (both summer and winter) to a smaller654

range of CO2. This is to be expected because the model mostly experiences warming due655

to CO2 increases through the climate sensitivity of the mid-latitudes rather than directly656

through increases to the emissivity of the local atmosphere (as in, changing CO2 with-657

out changing midlatitude temperatures would not warm the model very much). Thus,658

increasing climate sensitivity means that the model goes through qualitatively and quan-659

titatively the same amount of warming over a smaller range of CO2 values. This implies660

that the potentially different climate sensitivity of past or future climates (e.g. Caballero661

& Huber, 2013) would not on its own cause the nature of sea ice bi-stabilities to change.662

Fig. 4g shows that the temperature of the mid-latitude ocean significantly affects663

the climate of the Arctic, but again barely affects the bi-stability of sea ice in the Arc-664

tic. Heat flux from the mid-latitude ocean is a major source of heat to the Arctic, so in-665

creasing the temperature of the mid-latitudes warms the overall Arctic climate signif-666

icantly and shifts the regime where sea ice is supported to lower CO2 values. As the mid-667

latitude ocean temperature increases, we also see a slight narrowing of the CO2 range668

that leads to winter and summer sea-ice bi-stabilities (narrowing of the horizontal width669

of pink and purple color patches when moving up in panel g). We interpret this as a di-670

rect result of the fact that the ocean meridional heat flux was found to be a key factor671

in suppressing the tendency to bi-stability in Fig. 3 that tends to warm the cold initial672

condition more than the warm initial condition. While increasing the midlatitude ocean673

temperature would increase the restoring heat flux on both initial conditions equally, it674

would make the meridional heating term larger in comparison to the other heating sources675

that govern the two evolution of the two initial conditions. In other words, higher mid-676

latitude ocean temperatures simply mean that the meridional heat flux suppressing dif-677

ferences in the two ICs can more easily outweigh the positive feedbacks that tend to en-678

hance differences in the two ICs, thus reducing the bi-stability. This suggests that cli-679

mates with a low equator-to-pole temperature gradient favor Arctic sea-ice bi-stability.680

However, in Earth’s past climate, such reduced equator-to-pole temperature gradient con-681

figurations have only occurred in overall very warm climates (such as the Eocene) where682

the climate would likely be very far from the bi-stable sea ice regime.683

In the final results panel of Fig. 4 (panel h), we see how the sea-ice stability changes684

as a function of the latitude at which we place our model grid box (the latitude controls685

the seasonal cycle of insolation, see Methods section). Interestingly, while the width of686

winter sea-ice bi-stability (pink and purple colors combined) is quite insensitive to the687

choice of latitude, the summer bi-stability width (purple color only) decreases as we move688
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to higher latitudes. To understand this, we explain why the cold initial condition is less689

sensitive to latitude than the warm initial condition. The insensitivity of the CO2 value690

of the transition in the cold initial condition from perennial ice to seasonal ice coverage691

is seen as the relatively vertical line separating the purple and pink colors near 400 ppm.692

This insensitivity can be explained by the cold initial condition starting out ice-covered693

(with a default ice-albedo of 0.725) and reflecting most of the insolation that reaches the694

surface, such that changes to the incoming insolation don’t have a large impact. On the695

other hand, the warm initial condition starts out ice-free with a low albedo and thus ab-696

sorbs most incoming insolation. Thus moving to lower latitudes significantly warms the697

warm initial condition, requiring lower CO2 values to develop any initial ice. The bot-698

tom line is that factors that increase insolation and, therefore, the ice-albedo feedback,699

favor summer sea ice bi-stability, but such factors don’t influence the winter sea ice bi-700

stability. Unintuitively, however, as we will discuss later, this does not mean that a win-701

ter bi-stability can exist without the ice-albedo feedback.702

Examining all the panels together, a few salient features emerge. First, we re-emphasize703

that winter sea-ice bi-stability (perennial or seasonal ice coverage co-existing with peren-704

nial ice-free conditions at the same parameter values, shown by pink and purple colors)705

is a very robust feature across all model parameter ranges that we investigated. That706

is, this bi-stability occurs in some CO2 range for almost all values of each of the param-707

eters we considered (we also studied the sensitivity of winter bi-stability to other model708

parameters not shown here, but those did not demonstrate any notable influence on win-709

ter bi-stability). Surprisingly, summer sea-ice bi-stability (co-existence of perennial ice710

coverage and perennial ice-free conditions, shown by purple colors) also occurs for a sig-711

nificant portion of what might be considered realistic parameter combinations, similar712

to some previous modeling work (Eisenman & Wettlaufer, 2009; Eisenman, 2012). In this713

case, while such a bi-stability occurs in every panel of Fig.4 and for our default param-714

eter choices (horizontal green line), it typically occurs for a narrower range of CO2 and715

disappears under small changes from the default of some parameters (e.g., a small de-716

crease in bare ice albedo, or a reduction of the LW emissivity of convective clouds). While717

(Eisenman, 2012) found that most cases of winter bi-stability also have an accompany-718

ing summer bi-stability, we find that winter bi-stability without summer sea ice bi-stability719

(i.e. bi-stability between seasonal ice and ice-free conditions) is the more prevalent case720

across all the parameter regimes (indicated by the pink color)721

Finally, we also note the absence of any parameter combination that leads to sum-722

mer sea ice bi-stability without winter bi-stability (i.e., bi-stability where the solution723

would converge to either perennial ice coverage or to a seasonal ice cover), which would724

have appeared as a mixed blue/white color in Fig. 4. This follows from our work and725

previous studies (e.g, Bathiany et al., 2016; Eisenman, 2012) that find winter sea ice to726

always be more prone to bi-stability, and to respond more abruptly to CO2 increases than727

summer sea ice. This suggests that any scenarios that lead to a summer sea ice bi-stability728

will likely also cause a winter sea-ice bi-stability. Abrupt sea ice changes can be related729

to bi-stability as we will discuss next, because they indicate the presence of positive feed-730

back mechanisms that enhance small perturbations and large differences between two731

initial conditions.732

3.3 Causes of abrupt sea ice loss733

In this section, we examine what physical mechanisms set the abruptness of sea ice734

loss with respect to CO2. That is, we calculate the (seasonal) steady state for different735

values of CO2 and examine the width of the range of CO2 values over which the sea ice736

is abruptly lost, as well as the magnitude of sea ice loss that occurs during this abrupt737

period. The abruptness of sea ice loss has many implications, as a transition to ice-free738

conditions that is abrupt could reduce the ability to adapt to new Arctic conditions. While739

abrupt sea ice loss is often associated with a tipping point caused by a transition from740
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a parameter regime of bi-stability to one of mono-stability, we note that an abrupt sea741

ice loss without bi-stability is possible (i.e., Bathiany et al., 2016), as are different mag-742

nitudes of tipping points from a bifurcation, depending on the size of the jump between743

the two stable solutions. Thus, the connection between the abruptness of sea ice loss and744

the bi-stability of sea ice deserves further investigation.745

In Fig. 6 we show the steady-state winter sea ice effective thickness across a range746

of CO2 values for several different mechanism denial experiments (see Methods for how747

each mechanism denial experiment is implemented). We show both the cold initial con-748

dition (solid lines) and the warm initial condition (dashed lines) steady-states, though749

in the discussion that follows, we focus more on the cold initial condition for its relevance750

to future global warming.751
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Figure 6. Maximum ice thickness (winter) vs. CO2 at steady-state for several different ex-

periments. Dashed lines correspond to warm initial condition steady-states while solid lines cor-

respond to cold initial conditions. The hysteresis loop for a given experiment is seen by tracing

the solid and then the dashed line– no such loop exists for the ‘no albedo feedback’ experiment,

pictured in gray, which has one mono-stable solution.

First, we note the remarkable similarity of the steepness of winter sea ice loss across752

most of the experiments. All experiments show a steepening of winter sea ice loss dur-753

ing the disappearance of the last 1 m of ice thickness over about 25–50 ppm of CO2 in-754

crease. The most notable reduction in abruptness occurs for the experiment where we755

suppress the surface albedo feedback, which is the only mechanism denial experiment756

that eliminated the winter sea-ice bifurcation. We would expect this experiment to have757

the most gradual sea ice loss since the loss is not governed by a bifurcation in this case,758

and while it is the most gradual loss seen in Fig. 6, it is still shows some acceleration dur-759

ing the last 1 m of loss.760

Suppressing the water vapor feedback has a minimal effect (compare the yellow line761

to the blue line), slightly narrowing the CO2 range of bi-stability and shifting the CO2762

threshold of the tipping point higher. Both of these results are to be expected as the wa-763

ter vapor feedback has warming effect that should also be stronger in the warm IC.764

Turning off atmospheric convection entirely and turning off the convective cloud765

feedback have nearly identical effects (compare the red and green lines in Fig. 6), indi-766

cating that the main effect of convection on the modeled climate is through the convec-767

tive cloud feedback. Without each of these feedbacks, the bi-stable regime narrows to768

only higher CO2 values, but the magnitude of the sudden sea ice loss is not altered. This769

indicates that convective processes contribute to bi-stability but do not play a major role770
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in driving the abruptness of Arctic sea ice loss in this model, contrary to suggestions by771

previous work (Abbot & Tziperman, 2008; Abbot et al., 2009).772

We note a slightly more gradual sea ice loss (compared to the full model) in two773

longwave feedback denial experiments, the “no temperature feedback” experiment (pink774

lines) and the “no longwave feedback” experiment (black lines). In the experiment with775

temperature feedbacks turned off, atmospheric emissivity has all of its components (CO2,776

water vapor, and convective cloud contributions), but the atmospheric temperature used777

to calculate longwave downwelling radiation that reaches the surface is fixed to its daily778

seasonal climatology calculated at 280 ppm value. In this experiment, the CO2 range779

of bi-stability is shifted to much higher values (indicating significant cooling due to the780

suppression of the temperature feedback), and the tipping point is slightly smaller in mag-781

nitude than in the full model. This points to the interesting result that mechanisms that782

cool the climate overall can also lead to a smaller tipping point because they shift the783

bifurcation to a larger CO2 that has a lower sea ice thickness value.784

In the experiment where all longwave feedbacks are suppressed, the temperature785

used to calculate longwave warming of the surface is fixed as described above, and wa-786

ter vapor and convective clouds are also no longer included in the calculation of emis-787

sivity. In this configuration, changes to surface longwave downwelling radiation can only788

occur through increases to the CO2-dependent LW emissivity. This shifts the sea ice tip-789

ping point to even higher CO2 values and slightly narrows the CO2 range of bi-stability.790

After the surface albedo feedback, longwave feedbacks taken altogether have the most791

influence on the CO2 threshold of the sea ice tipping point, and reveal yet another fac-792

tor influencing bi-stability that we could not have identified from the experiments used793

in Fig. 4. The importance of clear-sky longwave feedbacks in setting the abruptness of794

winter Arctic sea ice loss had been identified previously by Hankel and Tziperman (2021),795

but the relative contribution of water vapor vs. temperature effects was unknown, as was796

the influence of these mechanisms on sea ice bi-stability. Here, we were able to exploit797

our simple modeling framework to show that while temperature changes can affect the798

sea-ice bi-stability much more than the water vapor feedback, a much greater change in799

region of bi-stability occurs when their effects are taken together, as seen by the black800

lines in Fig. 6. This can be understood by the fact that emissivity changes and atmo-801

spheric temperature changes have a multiplicative effect on surface longwave downwelling802

radiation.803

Given the importance of longwave radiative feedbacks, we would like to know whether804

the temperature and moisture increases that drive increases in longwave downwelling have805

a remote or local source. To test this, we suppress all remote feedbacks simultaneously806

by setting the tropospheric and boundary layer moisture and temperature meridional807

fluxes to their values at 280 ppm. This means that all subsequent atmospheric warm-808

ing and moistening of the Arctic atmosphere as CO2 increases comes from local processes809

alone. We find that suppressing remote feedbacks does not change the bi-stability of the810

simulated climate at all (not shown), indicating that most of the temperature and mois-811

ture longwave feedbacks occur in this model due to exchanges between the local ocean,812

ice, and atmosphere.813

All of the experiments above eliminate the very small range of summer sea-ice bi-814

stability that occurs in the default parameter regime (see Supplemental Figure S5). Most815

of the experiments have little effect on the abruptness or even the CO2 value of summer816

sea ice loss, which occurs around 400 ppm in the full model. The exceptions are the tem-817

perature longwave feedback suppression and water vapor feedback suppression exper-818

iments which shift summer sea ice loss to slighlty to about 425 ppm, and the total long-819

wave feedback suppression experiment which shifts the summer sea ice loss to 475 ppm.820

This result points to a critical need to evaluate changes to lower atmospheric temper-821

ature and surface longwave downwelling radiation in the current Arctic climate in or-822

der to better understand and predict the exact timing of summer sea ice loss.823
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Overall, we find that multiple positive feedback mechanisms examined here influ-824

ence the width and CO2 range of sea ice bi-stability much more than they influence the825

abruptness of Arctic sea ice loss with greenhouse warming. When we did identify slightly826

more gradual Arctic sea ice loss, it was due to either the elimination of the winter sea827

ice bifurcation (as in the suppressed surface albedo feedback experiment), or a shift in828

the sea ice bifurcation to higher CO2 values where the cold steady-state had less sea ice,829

thus reducing the magnitude of the tipping point. The fact that the suppressed ice-albedo830

feedback experiment was the only one that eliminated the winter sea-ice bi-stability fur-831

ther highlights the crucial role this mechanism plays in allowing the two initial condi-832

tions to evolve to different steady states, and provides further evidence for its role in the833

different summer/winter sea ice equilibrium structures discussed earlier.834

4 Discussion and Conclusions835

In this work, we introduced a novel model of the Arctic climate that included both836

sea ice thermodynamics and atmospheric feedbacks in a simple framework. By running837

this model under a broad range of parameters, we exhaustively examined all local mech-838

anisms that influence sea ice stability, found new bi-stability regimes and mechanisms,839

and interpreted the results of past studies on Arctic sea ice stability in light of these mech-840

anisms.841

Winter sea-ice bi-stability and an associated tipping point (in the sense of a bifur-842

cation of the steady state) in winter sea ice with increased CO2 were extremely robust843

features of this model, consistent with previous studies (Eisenman & Wettlaufer, 2009;844

Eisenman, 2012; Abbot & Tziperman, 2008; Abbot et al., 2009). In addition to the known845

shortwave surface albedo feedback, we find that features that enhanced the bi-stability846

of winter Arctic sea ice (by widening the CO2 range over which bi-stability occurs) in-847

cluded an increase in ocean mixed layer depth, an increase in the timescale of meridional848

ocean heat transport, and an increase in the longwave forcing of convective clouds. One849

of the very few parameter changes that could eliminate the winter sea-ice bi-stability was850

a large decrease in the timescale of meridional heat fluxes. This may potentially be re-851

lated to the results of (Wagner & Eisenman, 2015)—who found that adding a contin-852

uous meridional dimension in a model without atmospheric feedbacks eliminated the win-853

ter sea ice bifurcation—since it also relates to the negative feedback mechanism of heat854

diffusion. Surprisingly, increasing the atmospheric albedo (to represent the formation of855

low summer clouds) has almost no effect on the winter sea-ice bi-stability, suggesting that856

the presence of low clouds may not disrupt the effectiveness of the surface albedo feed-857

back.858

Many previous studies have also investigated the possibility of a summer sea ice859

bifurcation (Holland et al., 2006; Eisenman & Wettlaufer, 2009; Eisenman, 2012; Abbot,860

2014; Tietsche et al., 2011; Wadhams, 2012), which is expected to occur much earlier than861

a winter bifurcation if it exists. There has been no clear consensus on this topic, with862

some simple models (Eisenman & Wettlaufer, 2009; Eisenman, 2012) and observational863

evidence (Wadhams, 2012) pointing toward the existence of summer sea ice bi-stability,864

while GCM studies (Tietsche et al., 2011; Armour et al., 2011; Ridley et al., 2012) typ-865

ically find summer sea ice loss to be reversible. We find that summer sea ice bi-stability866

can occur for some realistic parameter combinations (including our default parameters)867

but typically extends over a much smaller CO2 range and exhibits more gradual sea ice868

loss. These results suggest that the irreversibility of summer sea ice loss could occur on869

small, local scales in areas of the Arctic with the appropriate conditions (which we’ve870

identified here as lower latitudes, minimal low cloud coverage, stronger convective pro-871

cesses, a deeper mixed layer, and less oceanic meridional heating) but may be less likely872

to occur on an Arctic-wide scale. Additionally, we find that even when summer sea ice873

is bi-stable, it doesn’t undergo a large tipping-point-like drop at a threshold CO2 value.874

Rather, the steady solution obtained from the cold initial condition smoothly evolves to-875
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ward zero summer sea ice as CO2 increases until it merges with the warm initial con-876

dition (see dashed blue line in Fig. 5c). This is consistent with the prediction of CMIP5877

models that summer sea ice should decline fairly smoothly under realistic future CO2878

increases (Hezel et al., 2014) but highlights the important point that such smooth de-879

cline does not preclude the existence of bi-stability and irreversibility.880

Our results may help explain the abruptness of winter Arctic sea ice loss in GCMs.881

The insensitivity of sea ice loss abruptness in our mechanism denial experiments is some-882

what surprising given the results of Hankel and Tziperman (2021) that found that pos-883

itive feedback strength correlated with the abruptness of winter sea ice loss across six884

GCMs run in the CMIP5 RCP8.5 experiments. However, the mechanisms that did have885

a small influence on the abruptness of sea ice loss in the model used here (the surface886

albedo feedback and clear-sky longwave feedbacks) are the same as those found by Hankel887

and Tziperman (2021) to play the biggest role in GCMs, suggesting the robust impor-888

tance of those mechanisms. Finally, the fact that the one experiment (suppressed sur-889

face albedo feedback) that did not exhibit a tipping point still showed an acceleration890

of sea ice loss indicates some roles for non-feedback mechanisms in causing abrupt sea891

ice loss, such as the freezing point mechanism proposed by Bathiany et al. (2016).892

In GCMs run in the CMIP5 RCP8.5 Scenario, some models demonstrated an ex-893

tremely large and abrupt loss of Arctic winter sea ice, while others exhibited a nearly894

linear, slower and smoother decline (Hezel et al., 2014; Hankel & Tziperman, 2021). The895

fact that our model cannot reproduce this range of abruptness seen across GCMs sug-896

gests that other explanations for the inter-model variance besides the role of local pos-897

itive feedbacks need to be considered. Our model has only a single grid box, possibly rep-898

resenting a relatively small domain within the Arctic. A more gradual sea ice loss could899

be caused by many smaller Arctic regions undergoing abrupt sea ice loss sequentially rather900

than simultaneously. This could eliminate an Arctic-wide winter sea ice jump via a mech-901

anism that is different from the results of Wagner and Eisenman (2015), who included902

a meridional spatial dimension in their model.903

Another possible mechanism for enhanced inter-model variability in the abrupt-904

ness of sea ice loss across GCMs involves stochastic forcing. Stochastic forcing in a mono-905

stable system could cause sea-ice to decline more gradually, as the sea ice would decline906

in a noisy, non-monotonic way, while it would be unlikely to change the abruptness of907

sea ice loss in a bi-stable system, instead making the system jump to the new steady-908

state prematurely and monotonically (by randomly pushing the system into the basin909

of attraction of the zero-sea ice solution). Thus, if some GCMs have bi-stable sea ice while910

others don’t, stochastic noise could enhance the difference in sea ice loss abruptness be-911

tween such models. In addition, GCMs usually have multiple sea ice thickness categories912

within each grid box, where different proportions of the ice fraction can be assigned dif-913

ferent thicknesses (e.g., Horvat & Tziperman, 2015), while our model represents one ice914

thickness value for the whole domain. Multiple thickness categories could allow for more915

gradual sea ice loss on the grid-box level, as the thinnest category of sea ice would un-916

dergo its abrupt loss before the thicker categories. This could enhance the differences917

in the abruptness of sea ice loss found here across different mechanism denial experiments.918

In sum, the difference between our model’s range of sea ice loss abruptness and that of919

GCMs helps narrow down the possible set of mechanisms that could cause such inter-920

model variance in GCMs.921

We also comment on how our results address the connection between climate model922

complexity and sea ice stability. Wagner and Eisenman (2015) found that the addition923

of a continuous meridional dimension to a thermodynamic sea ice model similar to the924

one used here (but without dynamic atmospheric feedbacks) can destroy sea ice bi-stability,925

suggesting that bi-stability was an artifact of an overly simplified model. However, here926

we find a complicated picture where several different mechanisms that enhance or sup-927

press differences in the two initial conditions (including atmospheric ones not explicitly928
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represented in Wagner and Eisenman (2015)) compete with each other to establish ei-929

ther one or multiple sea ice steady-states, and the outcome depends highly on the spe-930

cific combination of parameter choices used. In particular, simplifying our model by turn-931

ing off various features (such as atmospheric convection or longwave feedbacks) actually932

eliminated the small range of summer sea ice bi-stability. This suggests that sea ice sta-933

bility does not necessarily depend only on model complexity, but rather on the exact bal-934

ance of the positive and negative feedback mechanisms it represents.935

Finally, we highlight how the manipulability of our simple model framework allowed936

us to identify key atmospheric mechanisms for the timing and abruptness of sea ice loss937

that would be hard to isolate in an atmospheric column such as that used by Abbot and938

Tziperman (2008), and certainly in a full complexity GCM. Specifically, we found that939

convective processes can narrow the CO2 range of sea ice bi-stability, but barely affect940

the CO2 threshold of the sea ice tipping point as CO2 increases. Meanwhil,e longwave941

temperature feedbacks play a major role in the timing of sea ice loss and a minor role942

in the stability and abruptness of winter sea-ice loss. These results may help inform fu-943

ture observational and GCM-modeling studies of the Arctic that aim to improve sea ice944

projections; in particular, they indicate the importance of observing the lower atmospheric945

temperature, onsets of convection, and increases to surface longwave downwelling radi-946

ation in order to assess the evolving potential for abrupt sea ice loss. Our results also947

show that summer sea ice bi-stability is favored in the lower latitudes, where present-948

day sea ice loss is already occurring. This suggests that observational and modeling stud-949

ies could look for signs of irreversibility in current summer sea ice loss, which would likely950

imply the irreversibility of winter sea ice loss as well.951
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5 Open Research Section952

An implementation in Python 3.7 of the Arctic sea-ice box model with atmospheric953

feedbacks described in this work can be found at https://doi.org/10.5281/zenodo.7983226954

(Hankel, 2023). The data from CanESM5 used for model validation is distributed by the955

Earth System Grid Federation (Cinquini et al., 2014) and can be downloaded at https://esgf-956

node.llnl.gov/search/cmip6/.957
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